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Decision: Bivariable analysis

Dependent varContinuous Categorical 

Continuous Categorical 

Scatter plot

Correlation
(Pearson’s or 
Spearman’s)

Linear 
Regression  

2 groups >2 groups

Independent var Continuous Categorical 

T-test (option for 
paired test) 

Wilcoxon Rank 
Sum test 

ANOVA 

ANOVA

Kruskal 
Wallis test 

Logistic or Cox 
Regression 

Chi square test

Logistic or Cox 
Regression 

MULTIVARIABLE – LINEAR REGRESSION MULTIVARIABLE – LOGISTIC or COX REG. 



Statistical Tests - Categorical Variables
Chi-square (χ2) test

- Compares the proportion of individuals with a 
certain characteristic or exposure among two or 
more groups

- Generally used for 2 x 2 or n x n (contingency) 
tables 

- Each cell is mutually exclusive 
- Can be used for two or more independent 

groups 

- H0 : p1 = p2 
- HA : p1 ≠ p2 (two-sided) 
• p – denotes proportion



Chi-Square Test
Assume we wish to compare proportions of two birth weight 

groups by maternal hypertension during pregnancy 

X2
(df) = Σ (Obs - Exp)2 / Exp

Need to calculate expected values



Calculation of Expected Values

Birth-weight No Yes Total

>2500 (a+b)*(a+c)
T

(a+b)*(b+d)
T a+b

<2500 (c+d)*(a+c)
T

(b+d)*(c+d)
T c+d

Total a+c b+d T

Expected a = ((a+b)*(a+c))/T

Hypertension



Chi-Square Test



Chi-Square Test
Can be used also for n x n tables



Correlation

 Shows the relationship 
between two 
continuous variables 

 Identifies 
 Direction
 Shape 
 Outliers

 Does NOT provide a 
quantitative estimate 
of their association



Correlation Analysis

Correlation is a measure of the statistical 
relationship between two variables

• PEARSONS:  Normally distributed variables
• SPEARMAN’s:  Not-normally distributed variables
• Quantitative estimate (range from -1 to 1)

r = 0 -> no correlation, r > 0 -> positive correlation
r < 0 -> negative correlation
r = 0.8 to 1 –> strong correlation
r = 0.6; p= 0.001; 95% CI: 0.4, 0.8

Does not differentiate between dependent and 
independent variables 





Correlation - Example
• Is there a correlation between mother’s age and 

baby’s weight at birth? 
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Correlation - Example

• Is there a correlation between mother’s age 
and baby’s weight at birth? 
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Hours Spent Playing Video Games & GPA
Inverse Correlation (r = -0.84; p=0.02)
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Correlation is not equal to association 
Four sets of data with the same correlation coefficient

r= 0.816 (Anscombe's quartet)
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Case Study
Head circumference and gestational age 

(weeks)

A. Is there a correlation 
between head 
circumference and 
gestational age?

B. What is the relationship 
between head 
circumference and 
gestational age? 



Simple Linear Regression

• Technique that is used to explore the relationship between 
two variables (usually continuous) 

• Y: response or dependent variable
• X: predictor or explanatory variable - independent variable
• The population regression line is:

  – intercept

  – slope (change in y|xper one unit change in x)

• The regression line that we fit depends on the sample
 Y =  + x +  (error term)

- where       are predicted values 



Assumptions of Linear Regression

• For a specific value of x, the 
distribution of y is normal with 
mean         and SD

• Linear relationship 

• Assumption of homoscedasticity
 For any x,           is constant

• The outcomes y are 
independent
 No correlation between Yi



The Method of Least Squares

• When fitting a regression line not 
all data points will be in the line

• Residual or error is defined:  

• Mathematical technique to fit the 
data in order to minimize the error 
or residual sum of squares



Hypothesis Testing
Linear Regression

• Null hypothesis: No linear relationship between x and y
Slope = 0

• Alternative hypothesis:  β  0 (2-sided)
• To conduct the test we calculate t-statistics

• where

• standard deviation from regression
•

• t follows a t-distribution with df=n-2 



Head circumference and gestational age

Equation takes the form

y = 3.91 + 0.78 x
How do you interpret 
3.91 and 0.78? 

What is the predicted value of  
Y for gestational age 30 weeks? 

Hypothesis testing: 
t = 12.36; df=98 and p<0.001
How do you interpret this? 



Evaluation of the Model

R2: Coefficient of Determination
Interpreted as proportion of the 
variability in y that is explained by 
linear regression of y on x
R2 = 0.61 for head circumference 
and gestational age

Residual Plots
Detect outliers
Failure of assumption of 
homoscedascity
Might  suggest other patterns of 
association (maybe non-linear)

Residual Plots



Another Example
Length and gestational 

age (weeks)



Multiple Linear Regression

What if we want to assess simultaneously the effect of two or 
more predictor variables on a continuous outcome? 

Consider the following research question
• What is the association between baby’s length and 

gestational age (week) as well as mother having 
hypertension (pre-eclampsia) during pregnancy? 

• We can extend simple linear regression to accommodate 
two or more independent variables:

• Same assumptions apply also for multiple linear model
• Use the least square method to fit the model



Example: Multiple Linear Regression
What is the association between baby’s length and gestational age 
(week) as well as mother having pre-eclampsia (toxemia)? 

y  =   + 1x1 + 2x2 +  (error term)
where  - x1 continuous variable (gestage)

- x2 indicator/dummy variable (tox: yes=1, no=0)



Example: Multiple Linear Regression
Indicator variable

ŷ =  6.28 + 1.07 x1 – 1.78 x2

What is the equation for mothers 
with toxemia? 
y  =  6.28 + 1.07 x1 – 1.78 (1)
y  =  4.50 + 1.07 x1

What is the equation for mothers 
without toxemia? 
y  =  6.28 + 1.07 x1 – 1.78 (0)
y  =  6.28 + 1.07 x1

What is the predicted value of length (ŷ) for a 
baby born 32 weeks of age and having a 
mother with pre-eclampsia?   



Linear Regression – Another Example
Is there a relationship between baby birth weight and maternal 
hypertension during pregnancy, after adjusting for age and smoking? 
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Lalla et al. 



Let’s look at the distribution of outcome
Nr of affected teeth 

Is this normally distributed? 
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Take Home Messages

• Correlations
• Determines the relation between two variables
• Doesn’t differentiate the dependence

• Linear Regression 
• Used for continuous outcomes
• Check assumptions of normality for outcome Y
• Can accommodate both continuous and 

categorical independent variables 
• Goodness of Fit is indicated by R2 and residual 

plots


